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Abstract 

 
A method to setup virtual point-to-point links 

between the cores of a packet-switched network-on-
chip is presented in this paper which aims at reducing 
the NoC power consumption and delay. The router 
architecture proposed in this paper provides packet-
switching, as well as a number of virtual point-to-
point, or VIP (VIrtual Point-to-point) for short, 
connections. This is achieved by designating one 
virtual channel at each physical channel of a router to 
bypass the router pipeline. The mapping and routing 
algorithm exploits these virtual channels and tries to 
virtually connect the source and destination nodes of 
high-volume communication flows during task-graph 
mapping and route selection phase of the NoC design 
process. The evaluation results show a significant 
reduction in power and latency over a traditional 
packet-switched NoC.  
 
1. Introduction 
 

The advances in the semiconductor technology 
enable us to integrate a large number of processing 
elements into a single chip. The lack of scalability in 
bus-based systems and large area overhead and design 
effort of point-to-point dedicated links on one hand, 
and the scalability and performance of switch-based 
networks and packet-based communication in 
traditional parallel machines on the other hand, have 
motivated the researchers to propose the Network-on-
Chip (NoC) architecture to overcome complex on-chip 
communication problems [1]. However, although NoC 
addresses some problems, e.g. scalability, the need for 
complex and multistage pipelined routers results in a 
high router-to-link energy/delay ratio and increases the 
delay and energy of communication. 

In point-to-point connections, the packets travel on 
dedicated pipelined wires which directly connect their 
source and destination. As a result, they can yield the 
ideal performance and power results [2]. A network-
on-chip increases these ideal values by the delay and 
power related to the router pipeline stages (buffer 
read/write, route selection, arbitration and crossbar 

traversal). An analytical and experimental comparison 
of the power and performance metrics of dedicated 
point-to-point links and NoCs can be found in [2] and 
[3], respectively. 

A number of methods have been developed to close 
this existing power and performance gap [2][4][5].  
Express Virtual Channels, proposed in [2], is a method 
which allows packets to virtually bypass intermediate 
routers along their path. The bypass paths are made by 
a set of network virtual channels (VC). A packet starts 
traveling on an express VC either on some specific 
nodes (in the static express VC flow control scheme) or 
on every node (in dynamic express VC flow control) 
and bypasses some router pipeline stages as long as 
they are traveling on express VCs. In both schemes, 
express VCs are restricted to connect nodes only along 
a single dimension and cannot be allowed to turn.  

In this work, we develop a packet-switched router 
architecture which can provide low-power and low-
latency dedicated virtual point-to-point (VIP) links for 
the source and destination of high-volume 
communication flows by bypassing the pipeline of the 
intermediate routers. In this design, one VC of each 
physical channel is designated to bypass the router 
pipeline. In this virtual channel, the buffer is replaced 
with a latch which holds the flits arriving on the VC 
and is connected to the router outputs via a 
reconfigurable connection. By configuring these 
reconfigurable connections a priori, the flit stored in a 
latch is directed to a proper output and then to the latch 
in the next router until it is delivered at the destination 
node. The architecture allows the designer to optimize 
the network for the target application by trying to find 
as many VIP links as possible for communication 
flows of the application (at the mapping and route 
selection phase of the NoC design process) and set up 
them in the network upon starting the corresponding 
application on the NoC. As a result, the proposed NoC 
design holds the packet-switched NoC advantages 
while can provide dedicated point-to-point links for 
some selected communication flows. 

This method differs from those methods supporting 
both traditional circuit-switching and packet-switching 
simultaneously [6] since in our method, paths are 
formed by single latches (as extra virtual channels) and 



do not use the packet-switched network resources, 
expecting the inter-router links which are shared 
between them. However, VIPs do not reserve the links, 
but they are only prioritized over the packet-switched 
network. As a result, a link is devoted to a VIP only 
when there is a VIP flit available for sending over it; 
hence the VIP connections do not reduce the network 
throughput. In addition, by using preconfigured VIP 
links, the long setup time of the circuit-switching is 
removed. It is also different from express virtual 
channels [2], since the VIP connections are not limited 
to span along a single dimension and the router 
architecture gives hardware support for dynamically 
reconfiguring the connections to adapt to the target 
application communication pattern. Moreover, the VIP 
connections are constructed between the 
communicating nodes and completely connect the 
source and destination of a communication flow.  

Since VIPs are constructed based on the target 
application, this paper proposes an application-specific 
NoC design methodology. However, unlike most of the 
existing application-specific NoC design methods 
which try to customize the NoC for the communication 
pattern of a single application, the VIP circuits are 
dynamically reconfigurable and can be configured 
based on the traffic pattern of the currently running 
application. It is a critical feature as several different 
applications are integrated onto today’s single SoC 
chips and communication characteristics can be very 
different across the applications. 

In the next sections, the proposed router 
architecture, the proposed NoC design methodology 
which exploits the architecture to optimize the NoC for 
a target application, and the evaluation results are 
presented. 
 
2. The Proposed NoC Architecture  

Figure 1 displays the microarchitecture of the router 
in our study. As shown in the figure, in one virtual 
channel (virtual channel 0) in each physical channel, 
the buffer is replaced with a latch (1-flit buffer).  These 
virtual channels are devoted for establishing VIP links 
between nodes. Moreover, in order to completely 
bypass the router pipeline, there is a multiplexer 
associated with each output port through which one of 
the latches connects to the output port. Since a packet 
coming through an input port does not loop back, each 
latch is connected to three multiplexers. The output 
ports are further a multiplexed of the output of these 
multiplexers which carry VIP flits and the crossbar 
outputs which handle regular packet-switched flits. 

 
Figure 1. The proposed router architecture 

In the architecture, applying a simple look-ahead 
routing [7] (or using a flag for VIP links, since no 
routing is performed for the flits traveling on VIP 
links), a flit destined for the local PE is ejected after 
the de-multiplexer. Thus, the flits save the power and 
delay related to the router pipeline stages in the 
destination node. In our architecture, the VC allocator, 
switch allocator, and route computation units only 
handle the VCs other than that designated for VIP 
links. 

A VIP link for a communication flow is established 
by directly connecting the latches in the routers along 
the path between the source and destination nodes of 
the communication. To this end, the multiplexers in the 
source and intermediate routers are configured (via the 
select line) in such a way that the latches in each router 
are connected to proper output port and then to the 
latch in the next router along the VIP link. 

The source node of a communication trace selected 
for traveling on a VIP link sends corresponding 
packets using VC number 0 of the output port through 
which the flits should be sent. A latch in the processing 
element (PE)/router interface is allocated for keeping 
the flits of the communication flow. Since the VIP is 
already set up, the multiplexer of the designated output 
port selects this latch and connects it to the output. 
When the flits reach the next node, they are de-
multiplexed based on their VC identifier and the VIP 
flits (identified by VC identifier 0) are stored in the 
VIP latch of the input port. Similarly, this latch and the 
other latches in the intermediate routers along the path 
are connected to the proper output port and construct a 
VIP link toward the destination. The use of 
multiplexers provides the flexibility to change the 
connectivity between the latches and output ports and 
allows constructing new VIP links at run-time in order 
to meet the demands of various applications.  

By increasing the priority of the VIP latches over 
the crossbar, the point-to-point link flits are able to 
gain automatic passage through the output port without 
any contention. As a result, flits traveling on VIP 



circuits will not find any busy channel in their way 
towards the destination node. If there is not a demand 
for very low-latency communication on a VIP link, a 
fair arbitration between the VIP link and packet-
switched flits can be carried out. In this case, the flits 
still benefit from the low-power communication 
provided by VIP links. Prioritizing the flits traveling 
on VIP links over packet-switched flits may produce 
starvation if a VIP link always has incoming flits to 
forward. It can be avoided by informing the source of a 
VIP about the starvation in one of the intermediate 
routers along the path using a method like the one 
proposed in [2]. 

Since the flits bypass the router pipeline, the power 
consumption related to buffer read and write, routing 
calculation, arbitration, and crossbar traversal are 
removed. Instead, the flits are being latched in each 
node across a VIP link. Since the latches provide 
pipelining over VIP links and also act as a repeater for 
them, VIP links can offer a power and latency close to 
physical pipelined point-to-point links. However, the 
flits should travel through one 4-to-1 and one 2-to-1 
multiplexer.  Amongst different options [8], we use 
transmission gates to implement the multiplexers. The 
capacitance evaluation using Orion power model [9] 
for 70 nm technology shows that the capacitance of the 
multiplexer-based connections (with the size of the 
transmission gates in the crossbar of the Orion library) 
is 7.2×10-14F. We set the length of the NoC links to 
1mm which has an approximate capacitance of 2×10-

12F. Therefore, multiplexer overheads can be 
completely affordable due to this wire-length which is 
a realistic length in 70 nm chips [10]. 

 
2.1. The VIP construction algorithm 

 
The VIP links are exploited to improve the power 

and performance metrics of the NoC when running a 
specific target application. In this work, we focus on 
reducing the energy consumption of the NoC. To this 
end, the high-volume communication flows are 
selected and a VIP link is reserved between their 
source and destination nodes, provided that there are 
sufficient free resources in the network. In general, by 
directing the high volume communications through the 
VIP links a larger number of packets take advantage of 
the low-power and low-latency communication 
provided by these links and more power saving can be 
achieved. Furthermore, more reduction in average 
message latency (as an important criterion for NoC 
performance) can be obtained, as well.  

The problem is to physically map the cores of an 
application,   described  by a  Task Graph (TG),   onto  

 

 
Figure 2. The MPEG4 task-graph and its mapping on a 

4×3 mesh 
 
different tiles of a mesh network and then find as many 
VIP links as possible for the task-graph edges such that 
the power consumption of the NoC is minimized.  

   The core mapping is accomplished by modifying 
NMAP, a simple and fast heuristic power-aware core 
mapping and route generation method presented in 
[11], with respect to VIP construction. We map the 
task-graph cores in the order specified in the baseline 
NMAP where the core having maximum 
communication demand is placed onto one of the mesh 
nodes with maximum number of neighbors. 
Afterwards, we map the core that communicates most 
with the already mapped cores and find a route for its 
communication flows. The route selection is done in 
two phases. The first phase is done as soon as the 
source and destination nodes of an edge are mapped 
into the network and involves finding a VIP for the 
edge. To this end, all unallocated mesh nodes are 
analyzed for placing the newly selected core. The core 
is mapped onto the node which allows constructing 
more VIP connections between it and the already 
mapped cores to which it is connected in the task-
graph. The edges for which a VIP could not be found 
should be directed through the packet-switching 
network. After mapping all task-graph nodes and 
establishing VIP links, the unmapped edges are 
selected in order of their communication volume and a 
path is found for them through the packet-switched 
network. The algorithm considers all shortest paths 
between the source and destination of the edge and 
selects the one with minimum overlap with VIP 
connections.  If it is not possible to find a path with 
non-overlapping link, a path which overlaps with 
lower-traffic VIP connections is selected. The found 
paths should not violate the bandwidth of the network 
links (router input ports) to avoid congestion. For 
example, Figure 2 displays the task-graph and VIP 
links constructed in a 4 3 mesh for an MPEG4 
decoder [12]. The VIP links and packet-switched 
routes are shown in bold and dashed lines, 
respectively. After finding a route for all task-graph 
edges, VIP links are constructed by configuring the 
VIP multiplexers, while circuit switched routes are 



established by appropriately setting the routing table of 
the network routers. 

 
3. Evaluation 
 

To evaluate the proposed NoC architecture and 
design methodology we select an MPEG4 decoder [12] 
as a case study. We perform simulations using 
Xmulator, a fully parameterized simulator for 
interconnection networks [13]. We augment it with the 
Orion power library [8] to calculate the power 
consumption of the networks. Simulations experiments 
are performed for a 128-bit wide system. Moreover, 
the process feature size and working frequency of the 
routers is set to 70nm and 250 MHz, respectively in the 
Orion library. In the simulation, packets are generated 
with exponential distributions and the communication 
rates between any two nodes are set to be proportional 
to the communication volume between these two nodes 
in the task-graph. This task-graph-based simulation 
approach has been introduced in [14]. 

Table 1 displays the power consumption of a 
conventional NoC and the proposed NoC architecture. 
In the conventional architecture, mapping and routing 
is performed based on the baseline NMAP algorithm 
on a mesh with 2 VCs per physical channel. The 
proposed NoC is evaluated in two cases: when the VIP 
latches are replaced with one virtual channel (1 VC and 
1 latch per physical port), and when the latches are 
added to the current set of VCs as an extra VC (2 VCs 
and 1 latch per physical port). The latter case does not 
affect the packet-switched network throughput, but 
imposes more area overhead. The results show that by 
virtually connecting the cores communicating 
frequently in the proposed router architecture we can 
effectively reduce the power consumption and average 
message latency of the NoC. The area overhead is 
estimated using Orion and scaling the area analysis 
results in [15] to 70nm technology and shows 15% 
overhead for the first case (1 VC + 1 latch) and 25%, 
for the second case (2 VCs + 1 latch). This overhead 
can be compensated by the obtained power reduction 
and performance improvement. 

 
Table 1. The power consumption and latency (cycles for 
32-flit packets) in the proposed and a conventional NoC 

 
Proposed NoC Proposed/Conv. 

 Conv. 
NoC 1 VC+  

latch 
2 VC+ 
latch 

1 VC+  
latch 

2VC+ 
latch 

Power (W) 1.80 0.88 0.96 0.48 0.52 
Latency 78.25 33.12 33.10 0.42 0.42 

4. Conclusion 
 

In this paper, we presented a packet-switch router 
architecture that can provide low-power and low-
latency dedicated virtual point-to-point (VIP) links 
between the source and destination of communication 
flows. This is achieved by means of a subset of virtual 
channels which bypass the pipeline of the intermediate 
routers along the path. Afterwards, amongst different 
potential applications of the VIP links, we focused on 
power reduction and developed an application-specific 
NoC design methodology which exploits the VIP links 
to reduce the power consumption of the NoC. 
Simulation results showed that compared to a 
conventional NoC, the proposed NoC architecture 
reduces the power consumption by 45%, on average.  
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